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Why?

1.Pairwise networks can’t capture
higher-order interactions.
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2. The expressiveness of classical
GNNs is upper bounded by WL test.

3. Higher-order + GNN > GNN

4. Existing higher-order GNNs are
limited by their high
and

Method

1. Flower-petals (FP) model:

* Flower petals adjacency matrices:
y 1

_ ~1/2 1/2
Ap = =7 Do H,HyD,
* Flower petals Laplacians:
L,=1—-A,

Theorem1l: FP adjacency matrices
A, and FP Laplacian matrices L, are

both symmetric positive
semidefinite.

(0 < A(Ay), A(L,) <
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Define the higher-order version WL

test (

) and simplified higher-

order WL test ( )

Theorem2: SHWL with clique
complex lifting is strictly more

powerful than

I(GCN (s more

the WL test.

expressive than

traditional GCNs.

Relation to other GCNs

IGCN generalizes pairwise graph-
vased GCNs, showing superiority for

exploiting higher-order information.
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Experiments

2. HIGCN Model:
P K _
Y = H Z’Yp,kA;:X@p %4
k=0

p=1

HIGCN s

in hode/graph classification

& simplicial data imputation

SCs Method
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70%

History

SNN 0.20140.013 0.3544-0.016 0.495+40.002 0.661+-0.002
SGAT 0.180+0.010 0.330+0.002 0.432+40.016 0.602+0.005
SGATEF 0.200+0.002 0.340+0.017 0.454+0.021 0.6334-0.012

HiGCN 0.258+0.004 0.438+-0.002 0.579-+0.005 0.666+0.009

Geology

SNN 0.265+40.022 0.417+0.004 0.594+0.02 0.704+0.003
SGAT 0.223+0.004 0.345+0.030 0.599+0.009 0.631+0.008
SGATEF 0.230+0.002 0.369+0.018 0.6154-0.031 0.682+0.012
HiGCN 0.463+0.012 0.565+0.007 0.644+0.014 0.708+0.002

SNN 0.222+40.021 0.348+0.008 0.496+0.005 0.668+0.003

DBLP

SGAT 0.210+0.015 0.279+0.054 0.487+0.022 0.643+0.017
SGATEF 0.223+0.004 0.311+0.002 0.491+0.008 0.678+0.005

HiGCN 0.385+0.011 0.511+0.004 0.587+0.021 0.685+-0.002
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83.9413.0 58.54+6.9 72.0+5.5
89.445.6 64.64+7.0 75.14+5.1
90.6+8.7 66.2+6.6 73.0+15.8
89.44+1.6 66.8+1.7 73.542.0
89.845.5 61.849.1 75.643.2

335414

48.7+3.4
32.3:42.8
50:543.6
51.341.5

50,4429

3-HiGCN

HiGCN 77.0+4.2

91.3+64 66.2+6.9 76.2+5.1 52.7+3.5
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Quantify Higher-order Strength
* Higher-order Strength:

K
= ) [roid
k=0

* The higher-order strength
with the of order p.

* The decreasing phenomenon is more

prominent tn graphes.
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* We modulate the quantity of higher-
order structures as in 1k null models,
observing that S, and HIGCN’s
accuracy ranking improves as the
density of higher-order structures
rises.
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P2 0 10% 20% 30% 40% 50%
MLP 01.45+1.14 91.024098 91.904+095 91.18+1.11 91.7440.92 91.0540.95
GCN 75.16+096 64.36+1.83 64.8942.16 64.07+1.93 62924234 64.754+2.16
GAT 78.87+0.86 79.974+1.03 78.89+1.07 78.20+1.20 77.284+1.30 77.934+1.42
ChebNet  86.084+096 82.1041.52 83.08+1.09 79214155 81.344+1.48 81.41+1.34
BernNet  93.1240.65 92.104095 92.894+092 92.334+1.08 91.544+1.02 91.5741.21
GGCN 85.8141.72 85.954+1.42 85.5141.67 83.844+1.70 91.15+1.02 83.05+1.73
APPNP 0098+1.64 89.87+1.01 89.314+1.05 89.084098 90.39+£1.10 89.57+1.10
GPRGNN 92954130 86.1042.76 88.1641.13  83.05+£2.05 84.6941.77 83.5442.72
HiGCN 02.154+0.73 91.704£1.06 93.114+0.87 91.64+1.14 91.931+0.84 92.2411.41
Rank 3 2 1 2 1 1
Conclusion

* New representation

Propose a novel higher-order
representation, which can easily model
the interactions between different order
simplices and is

* New model

We propose a higher-order GNN model
based on this novel representation with
superior expressiveness.

* New perspective

We quantify the strength of higher-
order interactions in a
manhner.
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